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Abstract
The integration of digital twins, i.e., virtual replicas of physical
systems, is increasingly transforming manufacturing by enhancing
efficiency through real-time monitoring, simulation, and optimiza-
tion. The 3D-visualization of their data as a core functionality of xR
applications (e.g., Virtual Reality) extends their usefulness and can
be used as an important tool for teaching, training, and support.
However, in addition to already known and well-discussed chal-
lenges (e.g., data representation), developing digital twin-assisted
xR applications poses various variability challenges due to the com-
plexity of manufacturing processes, data models, and the need for
configurability across various scenarios and platforms. In this paper,
we share our experiences in developing such applications, focusing
on the gap of handling variability. Based on the DigiLehR research
project, which also includes three industrial use cases as config-
urable products of an xR application family, we describe challenges
we faced during development and essential lessons learned. Here,
we particularly focus on platform specifics, immersion and inter-
action, digital twin-related data fragmentation, accessibility, and
security. Overall, our work aims to create awareness for practi-
tioners and researchers about the challenges of developing digital
twin-assisted xR applications and their configurations, encouraging
discussions on their efficient application in industrial settings.

CCS Concepts
• Software and its engineering→Reusability; •Computer sys-
tems organization → Embedded and cyber-physical systems;
• Human-centered computing→ Interaction paradigms.
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1 Introduction
With the rise of Industry 4.0, information and communication tech-
nologies are increasingly being integrated into manufacturing pro-
cesses. The value added by industrial machines now extends beyond
the manufactured product to include the generation of digital data
during manufacturing [36, 38]. This data can be used for various
new fields and associated applications, with digital twins stand-
ing out as an area of particularly high potential. Digital twins are
comprehensive virtual replicas of physical systems that facilitate
real-time monitoring, simulation, and optimization of manufactur-
ing processes [40, 42]. In more detail, they typically denote a quality
criteria about the digital data which should at least reflect the cur-
rent state of industrial machines but could also include historical
signal data, documents, or process data [1, 11]. By utilizing such
data, companies can gain valuable insights into their manufacturing
processes, leading to significant enhancements in efficiency and
productivity, for example, based on predictive maintenance [30, 37].

Although 3D-visualizations are not a key requirement for digital
twins, they offer another way to effectively utilize their data [16, 45].
Such visualizations can be particularly valuable for teaching, train-
ing, or supportive purposes [23, 39] with a high potential for mobile
as well as EXtended Reality (xR) applications, i.e., typically Virtual
Reality (VR) and Augmented Reality (AR) [43, 49]. This is why, there
is already numerous research on such applications, their challenges,
and potentials, ranging from educating students [39] to supporting
practitioners in industrial environments [25]. For example, Hazrat
et al. [17] reported on utilizing digital twins in engineering edu-
cation to facilitate the training of human-centric decision-making
and Kuts et al. [22] developed a VR-based digital twin-assisted
factory environment for learning purposes. Calandra et al. [7] pro-
posed an xR application, which allows collaboratively programming
a digital twin-assisted robot. Moreover, Kaarlela et al. [19] presented
scenarios of digital twin-assisted safety and emergency training.

Overall, we argue that developing xR applications relying on dig-
ital twins is highly challenging — not only due to their increasing
complexity (e.g., manufacturing processes, data models, data visu-
alization) [2, 20, 48], but also due to growing demands to efficiently
adapt the xR application to dynamic scenarios and users, as well
as to deploy them on different platforms (e.g., VR, AR, and mobile
devices) [12, 13]. Consequently, digital twin-assisted xR applica-
tions must be highly configurable to address such requirements,
leading to various common challenges in handling variability, such
as valid configurations and their effective verification [8, 21, 32] or
reliable and secure evolution [28, 33]. However, due to the unique
peculiarities of digital twins (e.g., data fragmentation [14]) and
xR technologies (e.g., 3D-visualization [34]), they pose additional
challenges in efficiently handling their features.
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Figure 1: Scenario overview for agro-food beverage (Scenario 1), CNC milling (Scenario 2), and spin coating (Scenario 3).

Although there is not only extensive research related to digital
twin-assisted xR applications for Industry 4.0 but also related to
managing variability in industrial environments [24, 31, 44], we
are not aware of work focusing on both properties, i.e., digital
twin-assisted xR applications in Industry 4.0 and their variability.
The closest work to ours is by Fernandes and Werner [12, 13] who
focused on a web xR application software product line for soft-
ware engineering education. However, digital twin technology was
not part of their study, highlighting the value of our goals. To ad-
dress this gap, we aim to share our experiences by reporting
challenges we faced and lessons we learned during the de-
velopment of a family of configurable (i.e., variable) digital
twin-assisted xR applications for industrial environments.

Our insights are based primarily on a research project called
Digital Teaching and Learning in Augmented Realities (DigiLehR)
that investigates the potential of utilizing xR technologies for teach-
ing, training, and supportive purposes. In this context, different
industrial scenarios were enhanced by digital twin-assisted xR, in-
cluding agro-food beverage, CNC milling, and waver spin coating
(cf. Sec. 2). To enable reusability of variable features and to restrict
additional efforts in resources, we roughly followed a software prod-
uct line approach [3], i.e., leading to several similar, but adapted
applications. Overall, we aim to contribute the following:

• Insights into variability handling in applications for indus-
trial scenarios utilizing both xR and digital twin technologies.

• Challenges and lessons learned in developing configurable
digital twin-assisted xR applications.

With our work, we aim to increase the awareness of variability in
applications based on xR and digital twin technologies and to spur
discussions on handling it efficiently.

2 Industrial Scenarios
While xR applications themselves are already quite complex, the de-
ployment for different scenarios and platforms taking into account
digital twin data resulted, not surprisingly, in large efforts. This is
why a configurable approach to reuse features was used, which,

starting from a basic product with mandatory (i.e., transferable) fea-
tures and additional optional features, ensured significantly more
efficient development. Generally, all scenarios rely on a feature
model (Fig. 2) and are implemented based on Unity as well as the
xR Interaction Toolkit.

Scenario 1: Agro-Food Beverage (VR, mobile). The application
consists of an agro-food beverage (AFB) (Fig. 1, left) machine, in-
cluding seven assembly units, driven by Siemens S300 PLC each.
It realizes a circular process with a bottle storage and a module
to extract filled, and return empty bottle packages. In addition, it
mainly contains discrete actuators and sensors to assert the au-
tomated process. With xR-AFB, users should first understand the
machine, its parts, their purpose, and how to put the machine into
operation. The order in which to start the assembly units is arbi-
trary; but they depend on each other. So, one learning goal is to
differentiate between regular behavior, usual failures, and failures
that require expert consultations. For xR the scene is spatially large
and geometrically complex. Users must be able to navigate and
select components on VR and mobile devices.

Scenario 2: CNC Milling (VR, mobile). Here, a CNC milling ma-
chine (Fig. 1, middle) was realized, consisting of four assembly units:
three are controlled by a Siemens S1500 PLC; one is the isle-CNC
main unit. The machine has an input assembly unit with material
magazines. Operators can choose a type of material and a drilling
recipe. Conveyors will transport the material to the CNC. After
completion, the product is transported to an output storage. The
operation is standardized, but users must be aware of small steps,
that can easily overseen (e.g., hatch must be closed before powering
the CNC). The main goal of xR-CNC is the training of operation and
how to drill products. The xR scene is less complex than in Scenario
1, but the operation is controlled by human-machine interaction
(HMI). Virtual HMI can be easily used on mobile devices by touch
gestures; care must be taken in VR due to their small scale.

Scenario 3: Waver Spin Coating (VR, AR, mobile). This applica-
tion contains a waver spin coater (Fig. 1, right), which is a batch
processing with manual tasks, including four independent stations.
First, users pick up a waver to place it in the spin coater; and select
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Figure 2: Simplified feature model for configurable xR applications.

a type and amount of liquid from a connected pump station, which
will drop the liquid on the waver. Then, users select the temper-
ature, duration, and speed in which the waver will be rotated to
distribute the liquid. Finally, the coating quality is measured after
selecting the temperature and duration for drying the waver.

Even with professional equipment, each step has variance 𝜎 , in-
fluencing the outcome. So, users can train how to balance settings
(i.e., via HMI), to achieve a result within requirements without wast-
ing material. The experiments are recorded in a protocol monitored
live by trainers, if required. The interaction in VR is mostly two-
handed (e.g., opening the spin coater with one hand and placing the
waver with the other hand). In VR the placement is done manually,
for mobile devices animations are used.

3 Challenges and Lessons Learned
Next, experiences and lessons learned we have made during de-
velopment, in particular related to variability issues, are explained.
Fig. 2 provides a general overview of relevant features of the xR
applications we relied on. For reasons of simplicity, cross-tree con-
straints have been excluded here, however, this does not mean that
there are none (e.g., joystick movement and mobile platforms).

3.1 Platform Specifics

Challenges. Deploying 3D-visualizations in xR environments and
traditional mobile platforms, presents diverse challenges rooted
in the individual scenario requirements but also in the distinct
hardware capabilities associated with each platform. Even when
employing identical visualizations and data, these platforms often
require distinct interaction modalities and specific user interface
(UI) elements. For instance, VRmight require high-resolution graph-
ics, spatial audio, and real-time 3D-rendering to maintain immer-
sion, utilizing motion controllers for interaction with simulated
real-world objects [10, 50]. In contrast, AR focuses on overlaying
digital information onto the physical environment and typically
relies on touchscreens or simple gestures [5, 50]. Meanwhile, mobile
devices prioritize touch interactions and responsive design, often
employing more traditional 2D-UI elements within simplified 3D-
spaces [46]. These differences require the development of platform-
as well as device-specific interaction modes, posing challenges in
maintaining uniformity in usability and functionality. Integrating
and synchronizing these variants while ensuring accurate and con-
sistent data visualization across platforms during evolution adds
additional layers of complexity to the development process.

Lessons Learned. To address these challenges, a significant lesson
learned is the advantage of using standardized frameworks, such
as questionnaires, as a foundation for designing interactions. By
categorizing interactions that correspond to assessable question-
naire answers oriented towards each scenario (e.g., CNC milling in
Scenario 2), developers can establish structured, platform-specific
interaction patterns. This strategy allows the abstraction of essential
user engagement components, such as selecting options and navi-
gating environments, which can then be tailored to various input
methods available on each platform. Note that although configura-
bility is achieved through questionnaires, the actual possibilities
for interaction are limited. Furthermore, leveraging transferable UI
technologies (e.g., buttons) through at best platform-independent
SDKs (e.g., xR Interaction Toolkit) and engines (e.g., Unity) helps
to harmonize interactions and visualizations across devices.

3.2 Immersion and Interaction

Challenges. Typically, xR environments are distinguished by their
degree of immersion. High immersion means that user perceive
and accept the simulation as realistic and themself as part of the
simulation [6]. For this perception of presence, natural interac-
tion methods must be used – in contrast to traditional UIs, which
are characterized by more static elements such as buttons and
menus [41]. In virtual environments, users can interact, for exam-
ple, by gestural manipulation of virtual objects, spatial navigation
via bodily movements, and virtual assistant support. In this con-
text, there is a high complexity and variability implementing these
interactions. Accurate detection and interpretation of variant-rich
input modalities requires reliable tracking systems. Furthermore,
developers must meet stringent performance demands, balancing
high-quality environmental rendering with the need for seamless,
responsive interaction processing (cf. Scenario 1).

Lessons Learned. To address these challenges, Hunicke et al. [18]
proposed the MDA-framework at concept level, differentiating the
development process in phases of Mechanics, Dynamics, and Aes-
thetics. Developers start by developing mechanics to allow users
some dynamics, because users should get into a specific mood. On
the other hand, users try to perform a interaction because of a
mood and search for mechanics or objects to do so. The processes
of developers and users are therefore in contradiction.

Managing variability within the MDA-framework is crucial for
accommodating diverse user preferences and device capabilities.
This is achieved through user-centric configuration, where users
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are able to adjust settings like sensitivity or control schemes for
personalized experiences, or adaptive systems semi-automatically
modifying mechanics based on user behavior to optimize interac-
tion. Reusable designs, objects, and functions that support high
immersion facilitate the efficient coverage of variant-rich scenarios.

3.3 Data Fragmentation and Association

Challenges. Developing digital twin-assisted systems is challeng-
ing due to the fragmentation of data, their different sources (e.g.,
different machines or parts of them), and the association between
datasets. Because of data fragmentation it is difficult to ensure that
data is consistently and accurately represented within the digital
twin [14]. Data is collected in multiple formats and update frequen-
cies [51], complicating (real-time) integration into xR applications.
So, digital twins and their associated data have a high degree of
variability that must be managed accordingly.

Lessons Learned. In our project, different platforms were treated
as variants of a Unity base scenario to ensure a centralized data
integration. This enables consistent management of data, relation-
ships, and (cross)dependencies between multiple configurations
and platforms. Implementing standardized data schemes and APIs
facilitate seamless data exchange and transformation. Leveraging
middleware solutions (i.e., C# scripts) to harmonize formats allows
to create a unified data pipeline within the digital twin framework.

3.4 User Accessibility

Challenges.Motion sickness, or the (temporal) availability of the
required xR hardware, requires alternatives to accommodate a di-
verse user base. This makes configurability an essential requirement
in xR applications to tackle this variability issue. Thus, a great chal-
lenge is to integrate configuration options into the development
project, ensuring that features remain accessible to all users or
industrial scenarios regardless of their individual constraints (e.g.,
grabbing items, such as a waver in Scenario 3).

Lessons Learned. One strategy is to implement visualization tech-
niques guiding users through xR by highlighting interaction targets
and providing visual cues (e.g., using specific colors, lights). This
makes environments more navigable and less challenging for users
prone to motion sickness, as they can control the pacing and inten-
sity of their interactions. We also offered users to switch between
xR and offline-working mobile apps, based on their comfort level
and restrictions. Additionally, by providing options for different
interaction methods based on different platforms as well as addi-
tional support by configurable conversational agents [29] we tried
to ensure that all users, regardless of their physiological responses
or device constraints, can effectively use all scenarios. In our per-
ception, this configurability not only enhanced user satisfaction
but also helps in reducing potential discrimination against people.

3.5 Security

Challenges.While digital twins as counterparts to safety-critical
machines are known for their ability to reduce functional safety
risks [4], there are several challenges related to security, including

associated privacy risks. These are typically more related to inte-
grated digital twins based on real-time data than to those based on
fixed datasets. Real-time digital twins in xR applications usually
involve the continuous collection, processing, and visualization of
detailed operational and potentially sensitive data. Such dynamic
data streams are vulnerable to unauthorized access, possibly lead-
ing to data breaches and compromised system integrity [9, 15].
Additionally, integrating xR applications and digital twins with ad-
ditional (critical) industrial systems may increase the attack surface
evenmore, making the systemsmore vulnerable to potential attacks.
Even more potential threats can arise due to common configurabil-
ity issues, ranging from (cross-)dependency issues over unwanted
feature interactions to misconfiguring applications [27, 28, 47]. So,
the more complex and configurable the system, the greater the
attack surface and thus the number of possible attacks [28].

Lessons Learned. To address security challenges, a security en-
gineering approach is recommended, i.e., integrating security into
the development process as phase between domain and application
engineering [26]. For real-time digital twin-assisted xR applications,
implementing a layered security architecture with dynamic encryp-
tion and authentication protocols helps mitigate dynamic risks. In
non-real-time applications, securing stored data with encryption,
access controls (e.g., account systems), and isolating particularly
sensitive data is key. Effective dependency and configuration han-
dling as well as defensive configuring prevent configuring issues
and helps maintaining system confidentiality, integrity, and avail-
ability in different scenarios [35]. In our case, performing not only
feature-/product-based verification (i.e., testing), but also family-
based verification was useful for addressing issues that originate
from the xR application family (e.g., core assets). In addition, iso-
lating (i.e., modularizing) essential features and their source code
under consideration of information hiding and optional encryption
may reduce the attack surface and associated privacy risks.

4 Conclusion
In this paper, we shared our experiences in developing digital twin-
assisted xR applications for industrial environments and efficiently
handling their variability. We presented challenges and associated
lessons learned, including platform specifics, immersion and inter-
action, digital twin-related data fragmentation, accessibility, and
security. Configurability of xR applications is a key requirement to
efficiently develop related variants, which, however, can lead to var-
ious issues to be addressed. Several additional research directions
arise, taking into account the unique properties of digital twins, xR
applications, and industrial environments. For instance, developing
guidelines based on software product lines for handling config-
urability, enhancing data integration and synchronization across
platforms, investigating influences related to no-code / low-code,
or strengthening security measures tailored to occurring feature
interactions and (cross)configurations.
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